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An Intrusion-Detection Model

DOROTHY E. DENNING

Abstract-A model of a real-time intrusion-detection expert system
capable of detecting break-ins, penetrations, and other forms of com-
puter abuse is described. The model is based on the hypothesis that
security violations can be detected by monitoring a system's audit rec-
ords for abnormal patterns of system usage. The model includes pro-
files for representing the behavior of subjects with respect to objects
in terms of metrics and statistical models, and rules for acquiring
knowledge about this behavior from audit records and for detecting
anomalous behavior. The model is independent of any particular sys-
tem, application environment, system vulnerability, or type of intru-
sion, thereby providing a framework for a general-purpose intrusion-
detection expert system.

Index Terms-Abnormal behavior, auditing, intrusions, monitor-
ing, profiles, security, statistical measures.

I. INTRODUCTION
THIS paper describes a model for a real-time intrusion-
I detection expert system that aims to detect a wide
range of security violations ranging from attempted break-
ins by outsiders to system penetrations and abuses by in-
siders. The development of a real-time intrusion-detec-
tion system is motivated by four factors: 1) most existing
systems have security flaws that render them susceptible
to intrusions, penetrations, and other forms of abuse;
finding and fixing all these deficiencies is not feasible for
technical and economic reasons; 2) existing systems with
known flaws are not easily replaced by systems that are
more secure-mainly because the systems have attractive
features that are missing in the more-secure systems, or
else they cannot be replaced for economic reasons; 3) de-
veloping systems that are absolutely secure is extremely
difficult, if not generally impossible; and 4) even the most
secure systems are vulnerable to abuses by insiders who
misuse their privileges.
The model is based on the hypothesis that exploitation

of a system's vulnerabilities involves abnormal use of the
system; therefore, security violations could be detected
from abnormal patterns of system usage. The following
examples illustrate:

* Attempted break-in: Someone attempting to break
into a system might generate an abnormally high rate of
password failures with respect to a single account or the
system as a whole.

* Masquerading or successful break-in: Someone log-
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ging into a system through an unauthorized account and
password might have a different login time, location, or
connection type from that of the account's legitimate user.
In addition, the penetrator's behavior may differ consid-
erably from that of the legitimate user; in particular, he
might spend most of his time browsing through directories
and executing system status commands, whereas the le-
gitimate user might concentrate on editing or compiling
and linking programs. Many break-ins have been discov-
ered by security officers or other users on the system who
have noticed the alleged user behaving strangely.

* Penetration by legitimate user: A user attempting to
penetrate the security mechanisms in the operating system
might execute different programs or trigger more protec-
tion violations from attempts to access unauthorized files
or programs. If his attempt succeeds, he will have access
to commands and files not normally permitted to him.

* Leakage by legitimate user: A user trying to leak
sensitive documents might log into the system at unusual
times or route data to remote printers not normally used.

* Inference by legitimate user: A user attempting to
obtain unauthorized data from a database through aggre-
gation and inference might retrieve more records than
usual.

* Trojan horse: The behavior of a Trojan horse planted
in or substituted for a program may differ from the legit-
imate program in terms of its CPU time or I/O activity.

* Virus: A virus planted in a system might cause an
increase in the frequency of executable files rewritten,
storage used by executable files, or a particular program
being executed as the virus spreads.

* Denial-of-Service: An intruder able to monopolize a
resource (e.g., network) might have abnormally high ac-
tivity with respect to the resource, while activity for all
other users is abnormally low.
Of course, the above forms of aberrant usage can also

be linked with actions unrelated to security. They could
be a sign of a user changing work tasks, acquiring new
skills, or making typing mistakes; software updates; or
changing workload on the system. An important objective
of our current research is to determine what activities and
statistical measures provide the best discriminating power;
that is, have a high rate of detection and a low rate of
false alarms.

II. OVERVIEW OF MODEL
The model is independent of any particular system, ap-

plication environment, system vulnerability, or type of in-
trusion, thereby providing a framework for a general-pur-
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ABSTRACT 
 

A intrusion detection evaluation test bed was developed 
which generated normal traffic similar to that on a 
government site containing 100’s of users on 1000’s of 
hosts. More than 300 instances of 38 different 
automated attacks were launched against victim UNIX 
hosts in seven weeks of training data and two weeks of 
test data. Six research groups participated in a blind 
evaluation and results were analyzed for probe, denial-
of-service (DoS), remote-to-local (R2L), and user to 
root (U2R) attacks. The best systems detected old 
attacks included in the training data, at moderate 
detection rates ranging from 63% to 93% at a false 
alarm rate of 10 false alarms per day. Detection rates 
were much worse for new and novel R2L and DoS 
attacks included only in the test data. The best systems 
failed to detect roughly half these new attacks which 
included damaging access to root-level privileges by 
remote users. These results suggest that further 
research should focus on developing techniques to find 
new attacks instead of extending existing rule-based 
approaches. 

1. Introduction 

Heavy reliance on the internet and worldwide connectivity 
has greatly increased the potential damage that can be inflicted 
by attacks launched over the internet against remote systems. It 
is difficult to prevent such attacks by the use of security 
policies, firewalls, or other mechanisms because system and 
application software always contains unknown weaknesses or 
bugs. In addition, complex, often unforeseen, interactions 

between software components and/or network protocols are 
continually exploited by attackers. Successful attacks inevitably 
occur despite the best security precautions. Intrusion detection 
systems have become an essential component of computer 
security to detect these attacks before they inflict widespread 
damage. A review of current approaches to intrusion detection 
is available in [1]. Some approaches detect attacks in real time 
and can stop an attack in progress. Others provide after-the-fact 
information about attacks and can help repair damage, 
understand the attack mechanism, and reduce the possibility of 
future attacks of the same type. More advanced intrusion 
detection systems detect never-before-seen, new, attacks, while 
the more typical systems detect previously seen, known attacks. 

Evaluations of developing technologies such as those used 
for intrusion detection are essential to focus effort, document 
existing capabilities, and guide research. For example, yearly 
DARPA-sponsored evaluations in the speech recognition area 
have contributed substantially to rapid technical progress [2]. 
Periodic speech evaluations have focused research on difficult 
technical problems, motivated researchers to build advanced 
systems, facilitated information sharing, provided common 
corpora, and made it easier for new researchers to enter this 
field and explore alternate approaches [2].  

Despite the importance of intrusion detection systems in 
limiting the damage inflicted by new attacks, we are aware of 
no evaluations prior to 1998 that (1) Generated an intrusion 
detection evaluation corpus which could be shared by many 
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Abstract

With the growing processing power of computing systems
and the increasing availability of massive datasets, machine
learning algorithms have led to major breakthroughs in many
different areas. This development has influenced computer
security, spawning a series of work on learning-based security
systems, such as for malware detection, vulnerability discov-
ery, and binary code analysis. Despite great potential, machine
learning in security is prone to subtle pitfalls that undermine
its performance and render learning-based systems potentially
unsuitable for security tasks and practical deployment.

In this paper, we look at this problem with critical eyes.
First, we identify common pitfalls in the design, implementa-
tion, and evaluation of learning-based security systems. We
conduct a study of 30 papers from top-tier security confer-
ences within the past 10 years, confirming that these pitfalls
are widespread in the current security literature. In an empiri-
cal analysis, we further demonstrate how individual pitfalls
can lead to unrealistic performance and interpretations, ob-
structing the understanding of the security problem at hand.
As a remedy, we propose actionable recommendations to sup-
port researchers in avoiding or mitigating the pitfalls where
possible. Furthermore, we identify open problems when ap-
plying machine learning in security and provide directions
for further research.

1 Introduction

No day goes by without reading machine learning success
stories. The widespread access to specialized computational
resources and large datasets, along with novel concepts and ar-
chitectures for deep learning, have paved the way for machine
learning breakthroughs in several areas, such as the transla-
tion of natural languages [13, 31, 125] and the recognition
of image content [62, 78, 117]. This development has natu-
rally influenced security research: although mostly confined
to specific applications in the past [53, 54, 132], machine
learning has now become one of the key enablers to studying

and addressing security-relevant problems at large in several
application domains, including intrusion detection [43, 93],
malware analysis [69, 88], vulnerability discovery [83, 142],
and binary code analysis [42, 114, 140].

Machine learning, however, has no clairvoyant abilities and
requires reasoning about statistical properties of data across
a fairly delicate workflow: incorrect assumptions and experi-
mental biases may cast doubts on this process to the extent
that it becomes unclear whether we can trust scientific dis-
coveries made using learning algorithms at all [56]. Attempts
to identify such challenges and limitations in specific secu-
rity domains, such as network intrusion detection, started two
decades ago [11, 119, 126] and were extended more recently
to other domains, such as malware analysis and website fin-
gerprinting [3, 72, 104, 112]. Orthogonal to this line of work,
however, we argue that there exist generic pitfalls related to
machine learning that affect all security domains and have
received little attention so far.

These pitfalls can lead to over-optimistic results and, even
worse, affect the entire machine learning workflow, weak-
ening assumptions, conclusions, and lessons learned. As a
consequence, a false sense of achievement is felt that hinders
the adoption of research advances in academia and industry.
A sound scientific methodology is fundamental to support
intuitions and draw conclusions. We argue that this need is
especially relevant in security, where processes are often un-
dermined by adversaries that actively aim to bypass analysis
and break systems.

In this paper, we identify ten common—yet subtle—pitfalls
that pose a threat to validity and hinder interpretation of
research results. To support this claim, we analyze the
prevalence of these pitfalls in 30 top-tier security papers from
the past decade that rely on machine learning for tackling
different problems. To our surprise, each paper suffers from at
least three pitfalls; even worse, several pitfalls affect most of
the papers, which shows how endemic and subtle the problem
is. Although the pitfalls are widespread, it is perhaps more
important to understand the extent to which they weaken
results and lead to over-optimistic conclusions. To this end,
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